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In-Context Learning (ICL)

             Exemplars / In-context examples / demonstration samples
                                    <Question, Explanation, Answer>

Fig: Block Diagram of ICL



ICL types



Explore-Exploit Paradigm

* accepted at EMNLP-main (long) 2024 (EXPLORA: Efficient Exemplar Subset Selection for Complex Reasoning)



Loss Modeling



Update parameters to reduce 
approximation error

Estimating loss here involves LLM 
calls and equivalent to arm pulling

Efficient Estimation of 
parameters 



Results and Analysis 

Table: Results across datasets in transfer setting using gpt-3.5-turbo with exemplars selected from Mistral-7b.



Prompt Transfer Works Well



EXPLORA is more Robust



EXPLORA is resource Efficient
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