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Introduction

❑It is difficult to determine the suitability of edge detection operators on 
diverse set of images prior to an application.

❑Edge Detection: Low-level feature extraction / Finding shape information 
about objects. An edge is a sharp discontinuity change across gray level 
boundaries.

❑Purpose: Performs major role in many applications such as face 
recognition, medical imaging, remote sensing, robot vision, color image 
processing, industrial automation, etc.

❑Subjective in nature as an appearance of an output image depends upon 
human perception. 

❑Use of regression models to determine the suitability of edge detection 
operators.
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Problem Definition

❑To design and develop a novel edge detector called Hybrid operator.

❑To determine the degree of suitability of the edge detection 
operators prior to an application with the help of Regression 
Models.
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Motivation
❑It is a challenge to estimate the enhancement and segmentation 

qualities up to a standard mark prior to visual processing 
applications where objective nature is important rather than 
subjective nature of human perspective. 

❑Edge Detection Operators gives vision and visual information 
processing of images.

❑Traditionally, edge detectors are compared by means of visible 
perception of edged output.

❑Difficult to predict the appropriateness of edge detection output 
visually as Human perception varies from user to user.
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Proposed Edge Detector
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Fig. 1 : Design Process of Proposed Edge Detection Operator



Algorithms
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Determining Suitability of 
Edge Detection Operators
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Fig. 2 : Flow diagram for determining the suitability of Edge Detection Operator



Contd…
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Edge Detectors used

● Sobel, Prewitt, 
Roberts, Scharr, 
Laplacian, Canny and 
Hybrid (proposed).

Models Used

● Linear Regression
● Support Vector 

Regression
● Multiple Regression

Performance Metric

● RMSE is directly related to the strength of the 
discontinuity.

● More the RMSE for an edge detector, more sharp the 
discontinuity.

Database Description

● The BSDS300, and the Multi-cue dataset are used for 
experiment.

● 200 images are selected randomly from BSDS300 for 
experiment.

● From Multicue, 10 scenes, each containing 20 images, 
are considered.



Linear Regression
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In linear regression, one variable 
is considered independent 
(=predictor) variable (X) and the 
other the dependent (=outcome) 
variable Y.
• Y=mX+ c

We have plotted the best-fit line 
using linear regression. Then we 
have calculated the root mean 
square error (RMSE) for each 
edge detector.



Support Vector Regression
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SVR attempts to minimize the 
generalized error bound so as 
to achieve generalized 
performance.

We have used RBF (Radial 
Basis Function), which is a 
non-linear kernel. The kernel 
functions modify the data into 
a higher dimensional feature 
space so that we can perform 
the linear separation.



Multiple Regression
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-Extended version of linear 
regression.

-It is useful when the variable’s 
value depends on two or more 
variables value. 

-Here, two independent variables 
and one dependent variable are 
taken. 

-The second independent variable is 
taken as the local binary pattern 
(LBP) of the input image.



Results
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Results
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Results
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Fig. 3 : Pictorial comparison of Hybrid filter with Sobel, Prewitt, Roberts, Scharr, 
Laplacian, and Canny filters 



Conclusions

❑We have proposed a novel methodology to determine the 
appropriateness of edge detection operators using regression 
models.

❑Hybrid operator outperforms other edge detection operators 
with extremely high RMSE value.

❑Edge detector which gives higher RMSE value, would be 
considered as efficient edge operator.
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