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Overview of the sessions

● Both sides of the AI coin: Up and Down
● Adversarial AI
● Categories of Adversarial Attacks
● Studying Optimizer Susceptibility to Adversarial Attacks
● Adversarial Training Methodologies & Defenses
● Interpreting Adversarial Examples
● Promising Recipes for Adversarial Training
● Conclusion 



1. Both sides of the AI coin: Up and Down
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AI revolution is coming, 
but are we prepared?

● According to a recent Gartner report, 
30% of cyberattacks by 2022 will 
involve data poisoning, model theft or 
adversarial examples. 

● However, industry is underprepared. In 
a survey of 28 organizations spanning 
small as well as large organizations, 
25 organizations did not know how to 
secure their AI systems.





















2. Adversarial AI









3. Adversarial attacks: Types



● Whitebox: Attacker has access to the model parameters, outputs, etc. 
● Blackbox: Attacker has only query access to the model and its outputs. 

Synthetically generated

Kinds of Adversarial examples
● Synthetically generated
● Natural



Given                 , the task is to compute       such that

with some constraint like                             to impose imperceptibility

Setting up the attack formulation problem

For ℓp attacks



● An attacker can either launch targeted or an untargeted attacks.
● In targeted attacks, attack can set t where                               . 

Setting up the attack formulation problem



Optimizing for attacks

Perturbation Loss Classifier 
Adv. Example 

Label

Maximize loss between a classifier’s prediction on 
adversarial examples and their labels.



How do we perform the optimization?

● Fast Gradient Sign Method (Goodfellow et al., ICLR’15).
● Specifically designed for ℓ∞ attacks.
● One-step attack.

Case I: Single-step attack



How do we perform the optimization?

● Projected Gradient Descent (PGD, Madry et al., ICLR’18)

Case II: Multi-step attack



Natural images that cause a classifier to misclassify (Hendrycks et al., CVPR’21).

Natural adversarial examples

Hendrycks et al., CVPR’21



● Entire image being mapped to a single class.

Natural adversarial examples

Hendrycks et al., CVPR’21



● Color and texture as opposed to shape as the primary descriptors (Geirhos et 
al., ICLR’19).

Natural adversarial examples

Hendrycks et al., CVPR’21



4. Optimizer susceptibility to adversarial 
attacks



Under the same configurations (ℓ∞), which optimizer reaches convergence 
faster?

Studying optimizer susceptibility



From the previous plot, optimizers that may easily fall prey to the attacks:

● Adam
● RMSProp

Studying optimizer susceptibility

Optimizers that may not easily fall prey to the attacks:

● SGD
● Adagrad
● FTRL

This is characterized by the non-convexity of the optimization problem.



5. Adversarial training methodologies & 
defenses



Empirical risk minimization & adv. training

In standard ERM, we optimize the following objective:

For adversarial training, we need to optimize two things simultaneously.

● First, we generate the strongest minimal perturbation.
● Second, we train our models to be robust against that. 

Mathematically (Madry et al., ICLR’18) - 

SGD PGD



Adv. training

Another formulation would be:

● Generate adversarial examples during training and treat them as neighbors.
● Minimize the supervision loss for standard accuracy.
● Minimize the neighbor loss to enforce similarity between the neighbors and 

original samples. 



Adv. training

Neural Structured Learning, TensorFlow



Adv. training

We could also (Madry et al., ICLR’18):

● Train a classifier on the clean inputs. 
● Use the classifier to generate a perturbed set with FGSM.
● Retrain the classifier on clean + perturbed inputs. 



Adv. training

1.

2.

3.



Adv. training
● All the training methodologies are defined by the inner maximization i.e. the 

attack model. 
● So, if we (adv.) train a model with (ℓ∞), will it generalize to other attack 

models?
● Sometimes, yes, sometimes no.

Laidlaw et al., ICLR’21
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Adv. training
● Since human perception is hard to characterize precisely, this lack of 

transfer become inevitable. 
● So, what if we could incorporate a measure that gets us closer to the human 

perception?  
● Use Learned Perceptual Image Patch Similarity (LPIPS) metric (Zhang et 

al.,CVPR 2018)
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Byproducts of adv. training
Adv. examples can help improve image recognition performance (Xie et al., 
CVPR’20). 

Xie et al., CVPR’20



Byproducts of adv. training
Adv. robust models transfer better (Salman et al., NeurIPS’20) for better feature 
representations. 

Salman et al., NeurIPS’20
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Defending with certified robustness
Classifier      is said to be certifiably robust if 

Certification radii



Defending with certified robustness
Randomized smoothing (Cohen et al., ICML’19) is a widely used method for 
obtaining certified robustness against ℓ2 attacks.  

Salman et al., NeurIPS’20



Defending with certified robustness
● Randomized smoothing requires that a classifier performs well under 

isotropic Gaussian perturbations. 
● What if we wanted to work with standard pre-trained models, public vision 

APIs having only query access?

Salman et al., NeurIPS’20



Defending with certified robustness
Enter denoised smoothing (Salman et al, NeurIPS’20).

● Apply the same Gaussian noise to the inputs. 
● Pass it through a pre-trained denoiser. 
● Pass the denoised inputs to the pre-trained model/public API and take 

majority voting. 

Salman et al., NeurIPS’20



6. Interpreting adversarial examples



Noisy feature space
● Adversarial examples introduce noise in the network feature space (Xie et 

al., CVPR’19).
● Therefore, irrelevant regions in the feature space get activated latching 

networks into spurious correlations.

Xie et al., CVPR’19



Noisy feature space
What if we add a denoiser block inside the networks?

Xie et al., CVPR’19



Noisy feature space
Do we get any benefits if the underlying network has denoising capabilities? 

Xie et al., CVPR’19



7. Promising recipes



Model capacity is crucial
Adversarial examples change the decision boundary to a more complicated one 
(Madry et al., ICLR’18). 

Madry et al., ICLR’18

          ℓ∞-balls
★ adv. examples



Model capacity is crucial
On ImageNet-A, Hendrycks et al. also confirms this. 

Hendrycks et al., CVPR’21



Self-attention provides improved robustness
● On ImageNet-P, ViT (Dosovitskiy et al., ICLR’21) performs significantly 

better.
● Model capacity and longer pre-training with a larger dataset are paramount 

too. 

Paul et al., arXiv, 2021



Self-attention provides improved robustness
Continuation of the previous discussion - 

Paul et al., arXiv, 2021

ℓ∞ attacks with a particular budget

ImageNet-A



Smooth adv. training
● Using ReLU during adv. training is particularly worse off because of its 

non-smooth nature. 
● Smoother activation functions (Swish, SoftPlus, etc.) result into better 

informed gradients because of their smoothness. 

Xie et al., arXiv, 2020



Smooth adv. training
The use of smoother activation functions leads to improved performance without 
accuracy loss. 

Xie et al., arXiv, 2020



Noisy student training
● Train a good teacher model.
● Train the student to match the pre-computed teacher predictions (targets) on 

clean images and its own predictions on the same but noisy augmented 
images. 

Xie et al., CVPR’20



Noisy student training
It does not include any explicit adv. training objective but yields good 
performance against PGD attacks. 

Xie et al., CVPR’20



Conclusion



Being aware is helpful

● For model developers, adversarial examples can be used for robustness 
evaluation and model improvement.

● For business stakeholders, lacking adversarial robustness in your AI model 
could bring unexpected negative impacts.

● For end users, gaining awareness of adversarial robustness for the AI 
service your are using is crucial.



Takeaways

● What is adversarial AI ? 
● Various adversarial attacks (FGSM and PGD).
● Different formulations of adversarial training
● Effect of adversarial training
● Recipes that works in practice for robust models.

Original tutorial materials are here: bit.ly/par-2021.

https://bit.ly/par-2021

